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ABSTRACT

The aim of this paper is to continue our study of information in the
setting of Pseudo-Analysis. We shall present, by axiomatic way, the
definition of measures of general conditional information and we shall
study particular measure by using a system of functional equations in
which it is present a pseudo-operation. We know that J.Aczel is the
founder of the Theory of Functional Equations and he solved the so called
”Cauchy Equation”. The method used in this paper consists in reducing
the principal equation, to some basic known equations solved by Aczel
and his school. With Benvenuti we studied a generalization of the Cauchy
Equation and following these our results, we are able to give the general
solution of the system and the expression for this measure of general
conditional information.

1 Introduction sider the statement of the problem and we traslate the

properties of the form of conditional information in a

Since 1967 Kampé De Feriét and Forte introduced, by
axiomatic way, the definition of measures ] for gen-
eral information, where general means that J is defined
without probability [1].

Later, in [2], we introduced some particular family
of crisp set (N, F,Z.,Zp), in order to study the inte-
gration in information theory without probability. We
have used them for the definition of measures of gen-
eral conditional information [3] .

In this paper, we would continue the researches in
the setting of Pseudo-Analysis, started in [4], by using
pseudo-addition and pseudo-difference. In particular we
shall study measures for general conditional informa-
tion for crisp sets.

The properties of the form of conditional informa-
tion have translated in a system of functional equa-
tions [5], for which we shall give a class of solutions.

Moreover, by wusing the property of J-
independence we obtain another equation: we shall
find the general solution through our previous result
[6].

The paper is organize in the following way: in
Sect.2 we recall some preliminaires; in Sect.3 we give
the definition of general information conditioned by
a variable event in pseudo-analysis. In Sect.4 we con-

system of functional equations.

We shall distinguish two cases: general case and
independent case. In this last case the definition of
independence is given by using the pseudo-analysis.
We shall show some classes of solutions in Sect. 5.
Sect.6 is devoted to the conclusions.

2 Preliminary notations

2.1 Pseudo-operations

We follow the Theory of Pseudo-Analysis introduced
by E.Pap and his collegue [7], which consider the def-
inition of pseudo operations. In particular, we shall
use the pseudo-addition @ and the pseudo-difference
6 : for knownledge about these pseudo-operations, we
refer to [8].

Definition 2.1 The pseudo-addition & is a binary
function

®:[0,M]*> —[0,M], M € (0,+c0],

which is commutative, associative, strictly increasing
with respect <, with 0 as neutral element.
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We shall consider only particular operation @& ex-
pressed by a function g, called generator function in
the following way:

(1)

where g : [0, M] — [0, +00] and it is bijective, continu-
ous and strictly increasing with g(0) = 0 and g(+o0) =
+00.

U@ v =g (g(u)+g(v)),

Definition 2.2 The pseudo-difference © is a mapping,
o0:[0,M]?> — [0,M], M € (0,+o0],
which we shall define through the same function g :

g v =g (gu)-g(v)), uzv. (2)
2.2 Measures of general information in
classical analysis

Following [1], let X be an abstract space and A a
o—algebra of all subsets of X, such that (X, A) is a mea-
surable space.

Definition 2.3 Measure of the general information is a
mapping
J(-): A—[0,+00]

such thatV A1,A, e A:
c 3 A DA =T(A)<T(Ay),
¢ @32 J0)=+e0 , J(X)=0.
Moreover, we have the following [1]:

Definition 2.4 Given a subfamily K C A, two sets
K,K" € K,K # K',KNK’ # 0 are called J-independent
(i.e. independent with respect to J) if the couple (K,K’)
satisfies the following:

J(KNK')=](K)+](K). (3)

From [2], assigned an information measure ], we have
considered the family:

T, = F€ A/J(F) = +o0}. (4)

The family is not empty because it contains the
empty set @ and all subsets F'of FeZ,,:

FeZ ,J(F)=+00,VF €A F CFEJF)>]J(F)=
+o0o—=F el .

7, is not an filter [9] because it is not stable with
respect to the intersection between fuzzy sets.

Given the family H = A-Z,, we recall from [3],

Definition 2.5 The measure of general conditional in-
formation of any set A € A conditioned by a fixed H € H,
(J(A|H)) is a mapping

J(|H): A —[0,+00]
such that

« @31 A >A= J(AIH)<J(AH), VAA €A,
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* (232) JOH) = +co
* (233) jXIH)=0.

Moreover, from [2], we have the following:

Definition 2.6 Given a subfamily K C A, two sets
K,K’ € K,K = K/, KNK’ =0 are called J-conditional in-
dependent (i.e. conditioned by a fixed event H € H if the
couple (K, K’) satisfies the following condition:

J((KNK')H) = J(K|H)+](K'|H). (5)

3 Pseudo-analysis: measures of
general conditional information

In [4], for the first time, we have introduced the def-
inition of /- independence property in the setting of
pseudo-analysis, and we have used it to find the infor-
mation of the union of two sets A,A’ € A: J(AUA’).
From now on we consider a pseudo-addition &, gen-
erated by a function g as in (T)).

Definition 3.1 Given a subfamily K c A, and a
pseudo-addition @y, two sets K,K’ € K , are called |-
independent in pseudo-analysis if the couple (K,K’)
satisfies the following:

J(KNK')=](K) &, J(K'), (6)

In pseudo-analysis, for the general conditional infor-
mation, we shall replace the common addition in
with the pseudo-addition @, so we shall propose the
following:

K=K ,KNK’#0.

Definition 3.2 Given a subfamily K C A, two sets
K,K’ € K are called J- conditional independent in
pseudo-analysis if the couple (K, K’) satisfies the follow-
ing property:

J((KNKH) = J(K|H) &g J(K'|H), (7)

K=K/ ,KNnK’"=0.

In [10] we have the

J—independence.

generalize property of

4 Statment of the problem: the

function ®
In this paragraph, fixed an information J, we would

look for the measure of general conditional informa-
tion of any set A € A conditioned by a fixed H € H,

J (AlH)

as a function @ which depends only on J(AN H) and
J(H). We suppose that the function @ is continuous

D: T —>(0,+00],

where T = {(x,y)/x,y € [0,400],x >y :JA € AH ¢
H,x=]J(ANH),y=](H)} and

J'(AIH) =@ (J(ANH), ] (H)). (8)
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4.1 General case
The conditions (2.5/1)-(2.5|3) become:

(E1) @ (J(A’NH),J(H)) <@ (J(ANH),J(H)),
VAA €A A DA,

(E2) @ (J(0),](H)) = +oo,

(E3) @ (J(H),J(H)) =0.

Setting J(ANH) =x,J(A’'nH) =x",J(H)=y,x,x",y €
[0,+00],x” > y,x > y the equations (E1) — (E3) get the
following form:

(e2) D(+c0,y)

(el) Dd(x,y) <D(x,y), x' <xx' =2y,x>7,
= 400,
(e3) D(y,y)=0.

4.2 Independent case

In this paragraph, we shall consider /- independent
sets in pseudo-analysis.

We suppose that there exist two sets K,K’ € I,K =
K, KNK’" # 0, which are J— independent in pseudo-
analysis in the sense of @ From , and taking into
account (8), it is

J'((KnK')H) =@ (J(KNK')nH),J(H)) = (9)

= ®((KNHNK'NH),J(H)) =

= © (J(KNH) &, J(K'NH),J(H)),
On the other hand, by (8),
J*(KIH) = ® (J(K N H), J(H)),

J'(K'|H) =@ (J(K'NH),J(H)),

Then, we obtain the condition of J—independence in
pseudo-analysis:

@ (J(KNH)&, J(K'NH),J(H)) = (11)

@ (J(KNH),J(H)) & ©(J(K'nH),J(H)),

K,K'e K, K=K ,KNK =0.

Setting (KN H) = t,J(K'"NH) = t/,t,t' € [0,+0c0],t #
t',t >y,t' >y with J(H) =y, the becomes

(ed) D(t@yt,y) =D(t,y) By P(t,p), t,t' €[0,+00],

tzt, t>p,t' >y

5 Solutions of the problem

Now, we are giving some solutions of the problem,
distinguishing two previous cases.

www.astesj.com

5.1 General case

Proposition 5.1 A class of continuous solutions of the
system (el) —(e3) is

Dy(x,9) = p~' (p(x) 84 p(¥)), (12)

where p : [0,+c0] —> [0,+00] is any bijective , continu-
ous, strictly increasing function, with p(0) = 0, p(+o0) =
+oo and © is defined in (2).

Proof. The condition (el) is satisfied as the compo-
sition of two increasing functions p and g. The con-
ditions (e2) and (e3) are verified by the values g(0) =
p(0) = 0 and p(+o0) = g(+00) = +c0. Moreover p is con-
tinuous as the generator function g. O

Proposition 5.2 Another class of continuous solutions
of the system (el) — (e3) is

Qu(x,y)=x0,y, p=g-m (13)

where y is the product of the generator function g of the
operation ©q given by and m is any function as in
.

Proof. Let m be a particular function solution of the
system (el) — (e3) as in Prop.[5.1], which defines a
pseudo-addition &,,. From (2) and (10), it is

Dy (x,9) = m™ (m(x) g m(y)) = (14)

=u " (px)+pu(y)) =xo,9,

where y=g-m —=put=m'.g’!

By the properties of ¢ and m the solutions are contin-
uous. O

Any function p in Prop.[5.1], in general, doesn’t
define a pseudo-addition of the kind &, as in (1) be-
cause it is not commutative, neither associative. For
this reason the Prop.[5.2] is not a consequence of
Prop.[5.1].
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5.2 Independent case

Now, we rewrite the equation (e4):
(ed) D(t@gt',y)=D(t,y) B, P(t,),

t,t’ €[0,+00], t £t t >y,t' > .

Fixed y = y*, the condition (e4) is

D(t@, t',y") = D(t,y") @y D(t,97), (15)
setting
(t,p") = W(t), (16)
the equation becomes
W(tgt')=W(t)®, W(t). (17)

The equation is a particular case of a general
Cauchy equation

F(x®y)=F(x)®F(y),

on suitable hypothesys on the function F, when &
is any pseudo-addition not necessary expressed by
a generator function g. The equation has been
solved by Benvenuti and the authors in [6] in many
general cases.

In particular, when this pseudo-addition is gen-
erated by function g, we found all continuous solu-
tions. Here, we neglect trivial solutions and we con-
sider only the most meanigfull solution. We recall the
result from [6]:

Theorem 5.3 The solution of the general Cauchy equa-
tion
F(x®,y) = F(x)®g F(v), (18)

under suitable hypothesys on F, when the operation @, is
defined by a generator function g

ud,v=g"(g(u)+g)

is (really, we should say of a class of solution depend-
ing on a parameter \) the following continuous function

Fy(x)=g! (/\-g(x)), A € (0,+c0),
with g the generator function of the pseudo-addition .

(19)

o
By using the previuos result, the class of solution

of (16) is

W(t)=g~" (1-8(1)), A€ (0,+00), (20)

with g the generator function of the pseudo-addition

(2)-

Now, we can go back to our original problem
concerning the /- independence property in pseudo-
analysis and we are ready to give the main theorem.

Let £ be any family of continuous function A :
(0,+00) = (0,+00) :

L ={A:(0,+00) = (0,+00), continuous}. (21)
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Theorem 5.4 The class of continuous solutions of the
equation

(ed) O(t@yt,y)=D(t,p) @y D(t,y),

t,t'€[0,+o00) t 2t t 2y, t' >y
is the family, depending on any element A(y) of L,
Dpy)(t) =g (A@)-g(1)).

Proof. Now, fixed any function A(y) € £, we are veri-
fying that is solution of (e4):

(22)

Dty t,y) =Dy (tat) =g " (A)-gltet)) =

) =

~———

=g (AW)-g{s! s+
=g (AW)-[g)+ (1)) =
=g (A gt +A)-g(t) =
=g (887! [AW)-8(0)]+ 887 [AW) - g(t)]) =
=g g{g’l[A(y)-g(t)]} +g{g*1[A(y).g(t’)]}) -
=g (g{q’A(y) -g(t)} +g{®A<y> -g(t’)}) =

= (Pap) (1) B (Pag)(t)) = D(1,y) @, (t',y).

It is easy to see that any function (22) is continuous.
O

Proposition 5.5 The function @, ,)(t) given by is
strictly increasing with respect to the variable t.

Proof. The monotonicity of the function ®(y)(t)
doesn’t depend on the variable y; moreover A(y) is
positive. Then,

Vi<t'andV A(y)e L, (DA(y)(t) < @A(},)(t/).

O
As conseguence of Theorem [5.4] and of Proposi-
tion [5.5], we get the following

Theorem 5.6 The only solution of the equations

(e1) O(x,y) <P(x,p) ¥’ <x,x' >p,x>y
(e4) D(t@,1',y) = D(t,9) &y D(t',),

t,t' €[0,+o0), t =t t>p,t' >7.

is the family, depending on any element of L, given by
1.

(23)

It is easy to see that the conditions (e2) and (e3) are
not compatible with the independent property.
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6 Conclusion

In this paper, given a measure of general information
J, we have defined the measure of general conditional
information J*(A|H) of any set A € A conditioned to
HeH.

Moreover, we have considered J*(A|H) depending
only on J(AN H) and J(H) through a function ®@. The
properties of this J*(A|H) are translated in a system of
functional equations.

In order to look for solutions of the system, we dis-
tinguish two cases: the first concerning monotonicity
and particular values of J*(A|H), system (el)-(e3), the
second one related to monotonicity and independence
property, equations (el) and (e4).

I-General case: system (el)-(e3)
Some classes of the measure of general conditional
information are: from

Jo(AlH) = o7 (p (I(ANH)) &g p (J(H)) ),

where p : [0,400] — [0,+o0] is any bijective , con-
tinuous, strictly increasing function, with p(0) =
0, p(+00) = 400

and from
J.(AlH) =]J(AnH))e,J(H),

where y is the product of the generator function g of
the operation 6, given by (2) and m is any function as
in (1).

II-Independent case: equations (el) and (e4)
From one and only one class of solutions is:

J(AIH) =g (A (J(H)) -g (J(ANH)) ),

depending on a class of functions A € £, where € L is

defined in .
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